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Supremum and infimum of the set

1 1 el
141, 2+=,3+—, e BH—5 e .
{ 9 3 n }are.

(A) 1,0
(C) », 1

B) »,2
®) 2,1

Suppose A is the set of all sequences whose terms
are 0 or 1. ThenAis:

(A) Finite (B) Countable (2
(C) Uncountable (D) Atmost countable
Suppose s, =tn forn=1, 2, ... Then the
sequence {s_} :
(A) Convergesto 1
(B) Converges butnotto 1
(C) Diverges to®
(D) None

8.

Suppose {s } is a sequence given by

[ — Vs Yo 252111—1’ S2m+ 'E"‘Slm

Thenlim _and limit_.ofs are:
sup inf n

A)1,-1 B) 1,0

T 1
(C)E’l O L3

Suppose E is a compact subset of R. Which of the

following is true 7

(A) E satisfies Bolzano Weierstrass property
(B) Eisnot closed '

(C) E is closed but not bounded

(D) Eisneither closed nor bounded
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6.

Suppose fiszconmmuous == valued function defined
on R. Suppose Z(f) denois the set ofall x € Rsuch
that fix)=0. Then Z{D) =

(A) Bounded butnot <l osed

(B) Closed butnot bouncs d

(C) Neither closed nor bounded
(D) Closed

Suppose f(x)=x’+ 7%2+x+ 1isdefinedon [1,2].
If at x = ¢ the tangent drawn is parallel to the line

_joining (1,5)and (2, 19). Thenc=

@ ———*‘“3‘/15 ® =38
3
(C) Both(A)and(B) (D) :2_%_@

1
Suppose f(x) = e forall

xe{O,l,—l-,......,—l-, ...... }
2 n '

Thenf :

(A) Is continuous but not uniformly continuous
(B) Isuniformly continuous

(C) Isdiscontinuous

(D) Has finite number of discontinuities

Suppose f is defined on [3, 5] as f(x) =-1 or 1
according as x is rational or irrational. Upper and
lower Riemann sums of f with respect to the partition
P={3,3.25,3.5,3.75,4,4.25,4.5,5} are:

A) 1,0 ®) 1,-1

(C) 2,2 D) 3.5
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10.

11.

12,

13.
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“(B) A metric space w.r.t. the metric induced by

« (D) Allthe above

Suppose f.f, are two monotonically increasing
functions on [a, b] and f=f, —f, on[a,b]. Then fis:

(A) Bounded

(B) Bounded variationon [a, b]
(C) Both (A) and (B) .
(D) Neither (A) nor (B)

Suppose A is an onto linear operator on a finite
dimensional vector space x then A is :

(B) Uniformly continuous
(D) (B)butnot(A)

{A) One-one
(C) Both (A) and (B)

Suppose ¢(x) denote the space of all continuous and|
bounded real valued functions defined ona metric
space X then c(x) is :

(A) Anormed linear space W.rt. supremum norm

supremuim nomm

(C) Acomplete metric space W.r.l. the above metric

a h g

If the characteristic roots of [0 b 0] area, b, ¢
0o a ¢

g a h

then the characteristicroots of [0 © b| are:

¢ 0 a

(A) g.0,a
(€)a,0,c

B) a,b,c
(D) None

e

14. Suppose Vv is the vector space of all continuous

complex valued functions on [0, 1] with inner product
1

defined by (£(t), g(t) = [ £(1), g(t) dt . Then
{} .

Schwarz inequality becomes :

@) (£@) e®f < E©F )

B) \ j £(t) g(t)dt

0

1 1

< [ (F) at [ (e(0))" at

0 0

(©) lj f(t)g(t) dt < ] £(t) dt i_[ g(t) dt

D) l_[f—(tr)g@dts lj_f_(t—)dt ]gﬁ)dt

Suppose F is a field and V is the set of all
polynomials in x of degree 2 or less over F.Let T be
a linear transformation on V defined by
T(o, tax+ox)=o,+ 2a;,x. Then the matrix of
the linear transformation T with respect to the basis
{1,x,x%)is:

0 0 0] 1 00

A |1 00 ® [0 10

0 2 0] 0 0 1

1 0 O] 1 00

©1]0 2 0 D) | 2 0

|0 0 3 4. 03
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16. IfA=| -6 2 -4 imentheralkof}\?is:
29750 =
(A) 1 B) 2
©)3 D) 0
17. For what value of A the system of equations|
x+y+z=7;x+2y+3z=16;x+3y+?\.z:22has
aunique solution ?
A1 B) 4
©) 2 ®) 3
0 -6 2
18. A characteristicrootof| 6 L
-4 A
A) 0 ® 1
(€) 2 (D) None
19. The solution of the initial value problem x'= s
‘ x(0) =0, t >0 by using the method of successive
approximations is given by :
A)x=1 B) x=t
©) x=t! D) x=0
20. If ¢(t) = t is one of the solutions of the equation
£x1 + tx! —x =0 then another linearly independent
solution of it is given by :
-1 1
A) — i
A) 5 ®) >
1 -1
© 3 ®) —
) t
CMB-33128
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If x(t) is a solution of initial value problem
!+ b (Ox! + b (DX = h(t); x(t) = x'(t,) = 0 and if |
x,(1). x,(t) are linearly independent solutions of
homogeneous equation X" +b, (8 !+ b,(t)x =0 and
if w(x,, X,) is the Wronskian of x,, X, then x(t) is

givenby:
A) I x,(s) x,(1) — X, (s)x,(1) i
t w(xy, X;) (8)

Cx(5) X, (0 — X, @)%
| e we, o

L]

G | BOBO-SOXO 4
ty W‘{X‘l: X:) (S}
t Y YR (D
o [ 2O x:a-h_?\;_m,(u o
If the function f(x, y) = (3x+2y, %, - yz)
satisfies Lipschitz condition for|x|<o0; || <

then the Lipschitz constant is given by

2

A1 (B)

(C)3 D) 4

The complete integral of PDE (p*+ @)y =4qz by
Charpit’s method is :

(A) 22 —a%y* = (ax + b}’
®) z-ay=(ax+b)*
(C) Z2-aly=ax+b
(D) z-—ay':ax-Fb
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)4. A solution matrix of a matrix differential equation|28. Ifg(x)andg'(x)are continuous on an interval L about

x'=A(f)xonlisa fundamental matrix of the system a root r of the equation x = g(X) thenx_, = g(X)
x'=A(t)xonlif: =0, 1,2 L will converge to the root T if
(A) det ©(t) 20, t €] lg@|<1:

®B) det ®(H)=0,t el (A) is only sufficient condition
’ _ ' (B) is only necessary condition
(C) det B(t) =Identity matrix (C) sufficient and necessary condition

(D) None of these (D) None of these

5. The rate of convergence of Muller’s methodis: |29 TheEuler equation of the functional

(A) 1.48 B) 1.84 : ; :
Syl = [ Gy +y? - 2y'y)dx is:
(C) 1.88 D) 1.44 0
| (A) xy +¥* -2
6. Forlarge n the Cholesky method requires : s
® y=3
(&) X operat ® X
—_— t ot = s
3 operations 2 operations ©) y= ng
© X i o) x’ x>
—- operatons ~_ operations i
5 6 P D) ¥ 4
| 27. The upper bound on the exror of interpolation for n 30. The differentiél equation of the extremals of the

tabular points x,i=1,2, ......1 and a given point X is !

functional J = [@+y") dxis:
1£G0-p(of<max | (x-x)(x-,)-- (XXM cional [y = [ (¢ ¥7)" s

= ; A) y'=0 ®) y'=0
f (X)l/ll (©) yii=0 D) yV=0

(A) M = max

asx<b

asxsh !

®) M = max | " (%) | /(n—l)!
31. The differential equation of the extremals of the

(©) M = max | (9)| /@ +D)! functional J[y(0)} = [ (360x%y = y" )dxis:
0
(©) M = max | (x) /ot (A) y'(x)=180x ®) yV(x)=180x
(C) yV(x)=180x D) yV(x)=180x’
CMB-33128 Paper-1II
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The resolvent kernel of the Volterran LE. with kernel

k(x,t)=11s:
(A) & B) &=
(C) e."l.(x—t} (D) e’(x—l)

33. Thesolution of LE.

o(x) = 1+ [ o(t)dt taking ¢, () =0 is:
]

(A) e ® ¢

(C) sinx (D) cosx

34, TheresolventKemel of the Volterran LE. with kernel
K(x,t)=e*'is:

(A) ex—t (B) -0k
(C) ex-0(1+3) (D) e(x-;};."'

35. If K(x, t) is real and symmetric, continuous and
identically not equal to zero thenall the characteristic
constants are ;

(A) Real (B) Imaginary
: (C) Both(A)and(B) (D) None
36. The Lagrange’s equation in conservation systemiis :
d ([ oT or
A —|—|= s
RHCARNE.
d (dL oL
® §(&)%
d | oL oL
038
dt \8q, ) Od«
afa)_ ot
®) 4 \aq, ) o4,
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37. The differential equation of damped harmonic

oscillationis :
A x+kx=0
(C) mx + kx =0

B) mx -kx=0
(D) None

The Hamilton’s variational principle in mathematical
formis:

b

A) t]’Em:o ®) 8)Ldt=0

t; x

(C) bjalfdt=0 D) bILadt=0

Let n balls be put into N bags at random then the
probability thata particular bag will contain r balls
(forr<mn)is:

(A) NC.. (N— 17"

B) N-1p7N"

(C)NC_.N-(N-1)*

(D) NCN — 1PN

Which of the following functions can be represented
as probability function ofa random variable with the
given range forx ?
(A) f(x)=—6e"",x>0

15

B) f(x)=g!—éx"’ (1-x)*0<x<1

|
©) f(x) = % xe*, x>0

18!
D) f(:x:)=%£—'x‘5 1-x)P0<x<l
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41.
random variables with E(x,) =0 and V(x,) =k. Let
S =kz:] X , then as n — .
@ S 250
"
B) —S—— ——0
© ;S— Xetso
D) Ss?z 22t 0
L 46.
42. Tna?’ factorial design with 3 replicates in 2 blocks
each with AB is confounded in replicate I, BC is
confounded in replicate [Tand AC is confounded in
replicate I1L, then the design s :
(A) Totally confounded
(B) Partially confounded
(C) Partially balanced confounded 41.
(D) Full factorial design
43. The aliases of the effect ABina 2’ -2 design with
[ =ABEandL,= BCD are :
(A) E,ACD, BCDE
(B) BE,CD,CED
(C) ABE, BCD,ACED 48.
(D) None of these
44. A positive recurrent, aperiodic Markov chain is
called :
(A) Pergodic B) hreducible
(C) Absorbing (D) Stationary
CMB-33128

Let {x_:k=1,2,.... } be asequence of independent| 45. Match the distribution with property :

e

(@) Lognormal () Mean<Median> Mode
(b) Pareto (i) Mean> Median > Mode
(c) Normal (i) Mean<Median < Mode
(d) Weibul (iv) Mean=Median= Mode

(A) (a)-ii), (b)-(iD), (¢)-iv), (d)-()
B) (a)-(ii). (b)), (€)-Gv), ()-(ii)
(©) (@), B)(id), (©)-(iv), (d)-(it)
(D) None

Mean of truncated binomial truncated at X = 0

1s:

(A) np B) np/q”
np o

© - T D) T

The correlation between the i principal component
y,and the k" variable X, is

A0 ®) 1

1
© 3 @) C, M /0y

The relationship between T? and D? statistic is (Let

n=n+n,—2):
T2 nmn,D?
T2 =D? T v S
@) ®) n n +n,
(C) n,n, T2 =nD’ o) TP =L 2D
nn,
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49.

50.

51.

52. IfR is the number of runs then EQR) is :
(A) mn o
m+n
©) 1+ 2mn G))l+m+n
m+n
53. Themaximum likelihood estimator of 8 satisfies :
A) L©)=0 (B) Sup {L(6)} =0
(C) Sup {L(0)} (D) Inf{L(O)}=0
CMB-33128

(A) 6*/n (B) nbd
8(1 -6
(©) n0(1-0) o =2
HX. ¥ , X_ be a random sample of size n

Let x, ~ B (1, 8), 1 < i < n with Pdf
f(x, 0)=06%(1—06)'~* then Cramer Rao lower bound
is: '

drawn independently from a population with
Pdff(x, 8) =e - then the sufficient statistic for 8
is:

(A) X(_]J (B) X(n)
©) x[E] D) > x

2

or Xf'r|+1
)

The Glevenko-Cantelli Lemma is used in the statistic :
(A) Signtest

(B) Wilcoxon Sign Rank test

(C) Runtest .

(D) Kolmogorov-Smironov test

54.

55.

56.

57.

#on

In amaximization LPP, if a variable corresponding to
positive z — ¢, is entered, the learning variable rule is
followed (and the solution space is not unbounded)
then:

(A) The next basic solution will not be basic feasible
solution

(B) The value of the objective function will
decrease

(C) The value of the objective function will
increase

(D) The value of the objective function remains
constant

The conditional probability of failure is :
A) (R(t) —R(t+L))/R(k)

B) R®+R{E+L)/R®

(©) R(t)—R(t +L)

D) RM)+R(t+L)

The dependent variable in logistic regression s called
as:

(A) Bayes variable
(B) Poisson variable
(C) Bemoulli variable
(D) Normal variable

A group G has 15 elements. Let Aut G be its group of
automorphisms of G. Then order of Aut G is :

A1 ®B) 2
€ 4 D) 8
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58. Suppose Gisa group, Z(G) its centre. The number | o2
of groups G such that order of 7(G) 18323, 1s:
(A) 0 B 1
©) 2 (D) Infinite
64.
59. LetGbea group of order 299. Then the number of
: subgroups H of G such that index of Hin Gis 13 is:
A0 ®) 1
(€) 23 ®) 2
60. The number of normal subgroups of a group G of 65.
order 1691s :
(A) 1 ® 2
©) 3 D) 4
61. Suppose <p(x)>is a non-zero prime ideal in R[x].
R X 66.
Then —[lr isa:
{(p(x))
(A) Field
(B) Anintegral domain butnot a field
(C) Notan integral domain
(D) Nota field
67.
62. Anirreducible polynomial in Q[x] among the following
is:
(A) 3x* —5x*+ 10x + 15
B) 2x*+8
(C) x*—4
(D) x6-2x'—24
CMB-33128

D

Let K = Q(\@ + 2i). Then the degree of K over Q
is:

A) 4
© 2

®) 3
®) 1

Let f(x) be the minimal polynomial of /5 + /7 over
the field Q. Then the degree of f(x) is :

®) 3
D) 5

(A) 2
© 4

Consider the topology {¢. X, {x}, {xX.¥}, {3, 2}, {¥} }
on X = {X, ¥, z}. Then the interior of {x, z}

is: :
(A) {x} ®) {z}
©) {x.z} O X

Consider the metric d on IR given by
dx,y)=min {1, |x—y|}. Then {x:d(x,0)<1}is:

(A) {x:[x|<1} B) {x:[x[=1}
© {x:[x[<%} D) {x:|x|<%}
An upper bound for the absolute value of j (:_I dz,
V4
2]

where C is the positively oriented circle|z|=35, is :

4 5
@ayE. ®) &
3 4
CS es
© 5 ® <
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68.

69.

70.

Suppose f(z) =u +1v is an entire function withu <v.
Iff(1)=1then 21 f(1) -1 f(21) =

(A) 2 ®) 2

© -1 O) 1

The radius of convergence of the power series

o

Y D" n@22)"" is:

n=1

1
(A) 5 (B)

U |

D)

o | —

1
© 4

Suppose f(Z) is analytic on | z| < 1 with | f{z) | <1 and

f(0)=-1. Then j f(z)dz=

(A) 2 B) 3
(C) 2 D) 3
71. Let C : |z | =1 be positively oriented. Then
jcosec zdz =
Cc
(A) mi B) 2m
(C) 4mi D) 0
CMB-33128

72.

73.

74.

.

Suppose f(z) =u+iv is an entire function with v>0.

I+1

If f(2)=2then f zf(z)dz =

I-t

(A) i
(©) 3i

®) 2
®) 4

The image of x = 1 under the transformation

is:

z
W=U+EV=1

Au=1
C)u=2

B) u=-1
D) u=-2

Let C be the circle| z| =1 (positively oriented). Then
jRe (z)dz =
C ;

(A) —2m
(C) m

B) 2m
D) —m

Let C be the circle | z— 1 [ =2 (positively oriented).

c1+z22 +2' +2°

Then LJ = dz =
(A) T (B) 2m
(C) 4m (D) 67t
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